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Much psychological research requires
the analysis of a considerable body of
data, and prior to the development of
digital computers it was often true that
the major task for the researcher was
not the planning and execution of his
investigation, but the analysis of the data.
The purpose of this article is to sum­
marize briefly a series of computer pro­
grammes which are available to psychol­
ogists and other researchers in the Philip­
pines.

A knowledge of computer program­
ming or computer technology is not re­
quired in order to use these programmes.
All that is necessary is an understanding
of the statistical technique required so
that results can be readily interpreted.

A computer program consists of a series
of statements written in some computer
language which directs the computer to
input data, make calculations, and out­
put answers. The programs described
below were written in Fortran IV, level
E, and are available from the Computing
Center, University of the Philippines,
either in their Fortran form, or as object
decks (a series of cards containing the
instructions in a more basic machine lan­
guage). As presently used, these programs

EDITOR'S NOTE: While Dr. Gardner's article
is not a scientific report, it was felt that the
various computed programmes described in it
would be of great interest to psychologists who
have to work with data in a statistical form.
It is for this reason that this article appears
in the PJP.
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consist of a series of punched cards which
are read into the computer just prior to
the data to be analyzed. Although these
programmes were written for the IBM 360
installations at the University of the Phil­
ippines, they can be used on any com­
puter with little, if any, modifications.
The major modification which might he
required is an adjustment to the dimen..
sions for computers with less than 64,000
bytes of memory.

The descriptions to follow refer sped,
fically to the purpose of each program,
the information which is required by the
computer to perform the analysis, and the
way the data must be prepared. In gen ..
eral there are also other requirements
needed to execute any computer program,
but these are specific to the computer
installation and not the program. As a
rule, the order of input to the computer
will be as follows:

The writer would like to express his appre­
ciation to Mr. D. M. Taylor, International Ex­
change Graduate Student at the Language Study
Center, for his assistance, and actual \\riling of
some of the programs to Miss Emma II. Santos,
a faculty member of the Philippine Normal Col­
lege, for helping to make them functional, and
to the many graduate students and faculty at
PNC whose research needs dictated which pro­
grams should be written.

The programs were developed through 11

grant of Computer time provided by the Univer­
sity of the Philippines, and were run many
times, with errors being eliminated, with the
assistance of funds provided to the Language
Study Center by the Ford Foundation. Tho
writer is a Ford Foundation Consultant from
the University of Western Ontario, London,
Canada.
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1. Control Cards
2.:1i>rogram.', :
3. Control Cards
4. Parameter Card
5. Data Cards
6. Control Cards

Items 1, 3, and 6 above will be, deter­
mined by the computer installationbeing
used. Item 2 is the program and can be
obtained from the computing Center,
University of the Philippines, or from the
Language Study Center, Philippine Normal
College. Items 4 and 5 are; information
which the user must supply in the form
of punched IBM cards. The descriptions
tofollow indicate how this material should
be prepared. A note of caution must be
made here. Parameter and data card pre­
paration must be exact, otherwise the pro­
gram may not be executed, or worse still,
the results may be in error. There is a
computer adage, garbage in, garbage .out
(abbreviated, GIN GO) , which simply
means that the meaningfulness and valid­
ity of the answers provided depend upon
the- meaningfulness and, validity' of the
material fed into the computer.

Following are descriptions of a series
of computed programs which will handle
most statistical and data analysis problems
required by psychologists and social scien­
tists. It is important to note that because
of limitations of memory capacity on the
computer, these programs are written in
fixed format. That is, all data are read
in rigid card column specifications. Any­
one familiar with programming can easily
change these specifications by altering the
format card associated with the data-read
statement, but this should be done on a
copy of existing programs and not the
ones available in either the UP or PNC
program library. Most of the programs
have been written to do multiple jobs
without the necessity of reading the pro­
gram into the machine each time. In order
to do extra jobs, it is necessary only to
add data for subsequent jobs after the
first set of data, beginning each time with
the parameter cards.

CORRELATION PROGRAM - WITH

i!, MISSING OBSERVATIONS

CODE NAME - VOID R

General Description. This program
computes Pearson product-moment corre­
lation coefficients for all possible pairs
of variables. A discussion of the Pearson
,prodti¢t~~9ment correlation coefficient is
available in most textbooks of statistics;
one particularly good source is Ferguson
(1966). The maximum number of variables
(observations per subject) which can be
analyzed is 51; ,the maximum number of
subjects is 99,999. The program allows
for .missingobservations in the .calculation
of "th~ correlation coefficients so that the
various .correlation coefficients can be
based 9,n unequal sample sizes. The value
to. ,be used to :signal a missing observation
is , read ,in .on the parameter card (see
below): when the machine finds' this value
for; an 'observation, it ignores the subject
concerned in the calculation of that co­
efficient. The program does multiple jobs,
and always ends on an input (code IHC­
2171) error..

Parameter Card. Five values (para-
. meters) are required by the computer
to execute this program. These para­
meters are punched on one card, and this
card precedes the data cards. The para­
meters and their locations on the para­
meter card are as follows:

Columns 4-5: The number of variables
(observations). The maximum value per­
mitted is 51.

Columns 6-10: The number of subjects.
A maximum number of 99,999 is per"
mitted.

, Columns 11-15: The value used to in­
dicate missing observations in the data.
It can tale any value, as long as that
value is used ,to indicate a missing ob­
servation in the data. For example, if
:'-1" were punched in Columns 14-15 of
this card, this would result in all ob­
servations of "-I" to be considered miss­
ing observations. If columns 11-15 on this
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card are left blank, this would result in
all observations with values of zero or
blank to be considered as missing observa­
tions.

Columns 16-20: This number is used
to indicate to the machine that some of
the input data is to be written out, so
that the user can check to make sure
that the computer is calculating correla­
tions on the correct data. The machine
will print out the data for as many sub­
jects as indicated by this value. If this
value is left blank, none of the subjects'
data will be printed; if its value is 1 the
first subject's data will be printed; if 5,
the first five subjects' data will be print­
ed, and so on. If the value is the same
as that indicated in columns 6-10, all sub­
jects' data will be printed.

Column 25: This value is used to sig­
nal to the machine that the user does
not want the matrix of correlation co­
efficient to be punched on cards. The
matrix will not be punched if a "1" is
punched in this column; if the matrix is
required on cards (as it would be if it
was intended to conduct a factor analysis),
this column should be left blank.

Data Input. The data are input by
subjects. That is, all the observations for
the first subjects are read in, followed by
all the observations for the second sub­
ject, and so on. The data must be punched
for each subject:

Columns 1-8: These columns are used
to identify the subject, and are not read
by the computer.

Columns 9-14: Value for Variable 1.

Columns 15-20: Value for Variable 2.

Columns 21-26: Value for Variable 3.
etc.

Columns 75-80: Value for Variable 12.

This same format would be followed
for Variables 13-24, 25-36, 37-48, and 49­
51. Thus, if for example there were 38
variables, each subject would have four

cards containing his data, tho last card
ending in Column 20. It will be HotelI
that the values arc punched in xix column
fields. The machine assumes that these
are whole numbers unless a decimal point
is punched. Thus, to indicate a value of
172 in columns 9-14 of a data canl, OIW

would punch 1 7 2 in columns 12, 1:l and
14. If a value like 36.4 were to l)(~ indi­
cated this would be punched as ~)(j.1 in
columns 11, 12, 13, and 14.

Output. Before the results of tJ u: cal­
culations are written, out, the muchb II' will
print out the input data for as muny
subjects as indicated in columns Hi ::m of
the parameter card. These data will he
printed 12 per line in ten "column fit 'Ids,
with two decimal places for each \ ulur-,
Following this, and beginning OIl a IIC\\'

page, the program will print out infurnm
tion concerning each possible pair of
variables in one line. The information is
labelled at the top of the first p:t~{' of
output as follows: Variables, Corrclat ion,
Mean 1, Variance 1, Mean 2, Variance 2,
and N.

Unless the card output for the corrcla
tion matrix has been omitted (as indicated
on the parameter card), the matrix of
correlations will also be punched on ('nnls
in 10 seven-column fields per variable,
The matrix will be punched as a squ.m:
matrix (i.e., the correlations of each var
iable with every variable); the correlutioi I

of a variable with itself is indicated as
1.0000.-

CORRELATION PROGRAM - .... WITH No
MISSING OBSERVATlQNS

CODE NAME: NO VDR

General Description. For a good dis
cussion of correlation, see Ferguson (19GB).
This program performs the same function
as that described above, viz., the calcula­
tion of all possible Pearson product­
moment correlation coefficients, except
that it does not allow for the occurrence
of missing observations. Since there arc
fewer calculations required, this program
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will permit. up to, 80 variables and 99,999
subjects.: This-program does multiple 'jobs
and. always terminates on an input (IHe~

2171)' error..... ! .':

. Paramei~1:. C~rd. Four value~(.p~i~~·
meters).. are· required . for the execution
of .this progr~m,' 'arid are specified in the,
parameter card .as f<?llows:' .. "

Columns :4-5: The number of .variables
(observations).' This value must be great­
er than one and .less than. or equal to.80.

.Colu1nns 6-10: . The number of sub­
jects .. The maxirrtum value perniitted. is
99,999.

Columns 11-15: The number of sub­
jects for which :itis desired that the
machine .list the' input data: A value of
1 will cause' the 'machine to' print out
the data for the first subject; a value of'
10, 10 subjects, and so on. A value of zero
or. blank will .result 'in no input data being
printed.. .

Column 20: Punch 1 if you do not
want the correlation matrix punched on
cards. Any other walue including blank
will cause the correlation' matrix to be
punched 'out." Ordinarily, the· punch-out
of the correlation matrix will be required
if it .is planned to carry out· a' factor
analysis. of the correlation matrix. .

Data Input.' The data input is the same
as that describe'd'above for the VOIl),
R program. .., , '. , .:

PRINCIPAL AXIS FACTOR AN:A,LYSIS I

CODE,'. NAME : . FAST '

General . Description.' The' Principal
Axis factor analysis is discussed in detail
in any book concerned with factor analysis
(see Harmon, 1~). ThIS program, .adapt­
ed from Horst (1966),' performs a factor
analysis of a correlation matrix, using a
Jacobi-Kelly transformation, which extracts
factors successively until a given criterion
(based on the 'minimum squaredeigen­
value) lias been .achieved. The program
starts. with' a .correlation matrix (which

..: Columns ·1"8: This .number is read. in:
F8.6 fe-rmat (eight digits, .the-last .six of.
which 'are decimal values); .andrepresents'
the lowest eigenvalue for which factors'
are desired, In much research, the low­
est 'eigbivalue'considered acceptable' is
1'.'oobooo which here would be represented
as a 1"in 'Column 2' arid zeroes In columns'
3-8. The 'program is writteri so that one'
factor more' than that indicated by. this
value is calculated and output. This' value'
must be positive. .' " .' .' .' .

. , .
Columns. 11-12: The. number of, var­

iables in the correlation matrix. The .num­
ber cannot exceed 60.

: Column .16: Thisnumbe~ is' used .~?,
indicate the cornmunality iestimate (dia­
genal elements in the correlation matrix)
to be used. There are .three'possibilities
as' indicated by the following three num-

. bers punched in this column: , .: " i ;',

O. 'The highest absolute correlation.' in:
any row will' be' selected by the
computer' as the' communality. esti-
mate. . . ". ','

'~ , .:' ..
1- .The computer .will .insert ones' ·as

the. communality estimates.':. -'; -:( :

2. The computer will use the diagonal
elements (i.e.,' the correlation' .;of
each variable with itself) as t~!'J,

.communality estimate. .

'Data Input. The data cards co~tain·.~
square matrix of correlation coefficients,
punched by. variable-seven coefficients
per card -in- ten-column. fields. 'This; it
should be noted, is identical, with the' way
in which the correlation matrix is punched
out by the Correlation Matrix programs.
.' .

.- Output: The printed output' consists
of the following: . ,

a. Correlation Matrix. This matrix will
be the same as that read in, except
that the values are written only to
two 'significant digits. Also,', 'the
diagonal values will be' the com­
munality estimates as indicated on

.the parameter card. .',".: ",

,
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is .typically an output from either of
the correlation matrix programs) and com­
putes a principal axis factor matrix. Gen­
erally in psychology, this factor matrix is
not the one which is interpreted, and is
considered only as an intermediate cal­
culation which must be used in obtaining
a matrix following rotation by means of
the Varimax solution. Consequently, the
factor matrix computed by this program
is punched on cards to be used as input
to the Varimax Rotation Program. The
maximum number of variables permitted
in this program is 60.

Parameter Card. The parameters for
any given run are punched on one card
in the following columns, right adjusted.

b. Sum of the eigenvalues.

c. Principal Axis Factor Matrix. Fol­
lowing the heading, the eigenvalues
for the first twelve factors are writ­
ten, under which are the number
of iterations required to define each
factor. Below this is written the
factor numbers followed by a series
of print lines containing the var­
iable numbers and the factor load­
ings. If there are more than 12
factors, the whole procedure start­
ing with the eigenvalues will be
repeated for each new set of 12
factors or less.

The punched output consists of the
factor loadings punched out by variable
12 per card in six-column fields. These
cards are used as input to the Varimax
Rotation Program.

VARIMAX ROTATION PROGRAM

CODE NAME: VARMAX

General Description. For a complete
discussion of the varimax rotation solu­
tion, see Harmon. This program per­
forms an orthogonal rotation of the axes
of a factor matrix according to the speci­
fications outlined by Kaiser (1958), and
described in Harmon (1966). This type
of rotational system is most common in
factor analytic research and has as its

major criterion the rotation of axes so that
the sum of the variances of the squared
factor loadings on each factor is a maxi
mum. The restriction of orthogonality (L('.,
the independence of the axes or factors)
is maintained throughout. the maximum
number of variables permitted is 60; the
maximum number of factors is 60.

Parameter Card. Four parameters are
punched on one card in the following
columns, right adjusted.

Columns 2-3: The number of variables
in the matrix. The maximum number
is 60.

Columns 5-6: The number of factors
in the matrix, The maximum number per
mitted is 60, though usually the number'
of factors is much less than the number
of variables.

Column 9: This is a control parameter
used to indicate whether a varimax or
normalized varimax solution is required.
Punch 0 (zero) if a normalized varimax
solution is required. This is the solution
most often used in psychological research,
and is now commonly referred to as the
Varimax solution. Punch 1 if a non-nor­
malized varimax solution is required. This
is not commonly used (see Kaiser, 195R).

Columns 10-19: This va.ue is read ill
F10.6 format and indicates the amount
of tolerance allowed in the increase in
the variance of the squared factor loud­
ings which will be considered as no
appreciable increase. Typically this is
punched as 100 in columns 17-19. This
results in a tolerance level of .0001 and
is interpreted by the machine as indicut­
ing that when the variance of squared
factor loadings increases by .0001 or less,
a .satisfactory solution has been achieved.

Column 20: This parameter is used
to signal to the machine whether or
not the rotated factor matrix should be
punched on cards. Punch 0 if the punched
rotated factor matrix is required, other ..
wise, punch 1. Generally the punched
rotated factor matrix will not be required
unless the researcher wants to use the
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matrix in the factor matching program
(see below) to assess the similarity of two
factor matrices. "

,Dat~ Input: The data cards contain
the factor .matrix punched by variable,
twelve factor, loadings per card in six
column fieids. This, it should be noted,
is identical to the output' from the Prin­
cipal' Axis Factor' Analysis Program.

Output. The' programs print out _the
following information: ,-

a. Original-matrix, This is the factor
matrix which was read in, and is
printed, by variable for the number
of factors specified on the para­
meter card: It is important to check
this matrix to ensure that it is iden­
tical 'to the factor matrix which was
to have been rotated.

b. Criteria for each iteration. The cri­
teria for each iteration are printed
beginning with the second complete
rotation. These criteria are the var­
iances of sguared factor loadings
for the present rotation, the pre­
vious one 'and the test, which is
the sum of the previous criterion
plus the tolerance level indicated
on the parameter card. Rotations
are stopped when the present var­
iance (criterion) is equal to or
greater _'than the test criterion.

c. Communalities. The communalities
(sum of the squared factor loadings
for each variable) ,for both the
original factor matrix and the rotat­
ed matrix, and the difference be­
tween these two, are written. These
values should be'checked to ensure
that no communality exceeds 1.000,
and' that each difference IS zero or
near zero. If either condition is not
satisfied,it is, indicative of either
a machine error, a program error,
or a fault in, the reading of the
original matrix. It is possible that
if a communality exceeds 1.00 that
too inany factors have been rotated,
or, possibly that there is - an error

in either the correlation ' matrix
(values exceed' .1.()()) or the .prin­
cipal axis factor matrix. • :!; .

d. Vari~ax Matrix. This is the matrix
of rotated factor loadings wh'ich
would normally be interpreted. This
matrix is output by variable,' with
up to 12 factors per line. The num­
ber of each factor appears above
the column of factor loadings'. If
more than 12 factors are being ro­
tated, subsequent sets of up' to 12
factors each will be printed, out
following the first set of factor load:"
ings, with the factor numbers'. ap­
pearing above each set.

The factor matrix will also be punched
on cards if this is indicated on the para­
meter card.

FACTOR ~ATCHING

CODE NAME: MATCH

General Description. This program
computes indices of factor similarity be­
tween two factor matrices using the meth­
od of Wrigley and Neuhaus' (1955) as
described in Harmon (1967, p. 270). The
data input consists of two factor matrices
with the same variables in each, but the
number of factors in each matrix may dif­
fer. In each matrix, the maximum num­
ber of variables permitted is 60, the maxi­
mum number of factors is 20.

Parameter Card. Three parameters are
required to execute' this program. They
are, as follows:

Columns 4-5: The number of variables
in each factor matrix. This must be equal
for the two matrices and cannot exceed
60.

Columns 9-10: The number of factors
in the first factor matrix read in. This
value cannot exceed 20.

Columns 14-15: The number of factors
in the second factor matrix read in. This
value cannot exceed 20.

Data Input. All factor loadings are read
in for the first factor matrix followed, by

.'

\
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all loadings for the second factor matrix.
For each matrix, the factor loadings are
read in by variable in 12 six-column fields
per card. This format is identical to that
which is output by the Varimax Rotation
Program.

Output. The program writes out the
title Factor A, Factor B, and Phi followed
by a series of print lines. Each print line
contains the factor number of the first
factor matrix, the factor number of the
second factor matrix, and the Wrigley­
Neuhaus index of factor similarity (phi)
for that pair.

GENERAL DESCRIPTIVE STATISTICS

CODE NAME: STATS

General Description. This program
computes four basic statistics which de­
scribe a set of observations. These four
statistics are the mean, standard deviation,
skewness and kurtosis. Definitions and
descriptions of their usefulness are con­
tained in most statistics books (see, for
example, Ferguson, 1966). This program
computes such statistics for up to 500
variables at one pass. There is no limit
on the number of observations for each
variable, since the number of observations
is limited by a termination card which
follows the data.

Parameter Card. Three parameters are
required for the execution of this pro­
gram. They are as follows:

Columns 3-5: The number of variables
to be read in for each subject.

Columns 6-11: The value used to sig­
nal a missing observation. If these columns
are left blank all variables with values of
zero (or blank) will be treated as miss­
ing observations. The value punched in
these columns must also be punched in
the data fields for which there are miss­
ing observations.

Columns 12-17: The value used to in­
dicate the end of the data. This value
must be one which is not contained as
a value for the first variable for any sub-

ject, otherwise the machine will stop when
it reads this subject's data. In the follow­
ing section, this is referred to as tlu­
termination value.

Data Input. The data are read in by
subject with the data for each subject
punched as follows:

Columns 1-8: Subject Identification

Columns 9-14: Variable 1

Columns 15-20: Variable 2
etc.

Columns 75-80: Variable 12.

Data for Variables 13-24, 25-36, etc.
would be punched similarly.

Following the last subject's data, it is
necessary to punch data for a '<fictitious
subject." This fictitious subject must have
as many cards as a real subject, except
that all that will be punched is the termi­
nation value (see Columns 12-li in the
parameter card) in the field for Variable
1 (Le., columns 9-14).

Output. The program prints the title,
Variable, Mean, Standard Deviation, Skew­
ness, Kurtosis, and N. On the following
lines the program prints the various statis­
tics for that variable under the appro­
priate heading. If, for any variable, N is
0, or the variance is 0, or the variance
is 0, the program prints the message,
INSUFFICIENT DATA, followed by the
values of the mean and the sample size.

T-TEST FOR INDEPENDENT GROUPS

CODE NAME: IND-T

General Descriptions. This program
computes t-tests for independent samples
(See Ferguson, 1966) for up to 150 var­
iables on any given pass. The maximum
number of subjects permitted in each
sample is 99,999. The sample sizes need
not be equal.

There is one failure of this program
which increases its general usefulness. The
variables for the two groups do Dot have
to be read in, in the same order. An
order card indicates to the machine the
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aider of th~: variables 'in the second group
relative to the first' one. Moreover.va- var­
iable in 'the' 'sikoiid group carl' 'even be
a reflection of the corresponding' one" in
the first group, This, feature is particularly
beneficial ,for data consisting of semantic
differential ratings in which, for example,
one group rates a concept on the' sc~l~
good (1)'~'bad' (7); while the. second
group rates it" on, the· scale bad (1)­
good (7). A. parameter (see SecondPara­
meter Card,' Columns 16-20) can be read
into the computer, allowing it to reflect
(i.e., turn around) the rating on the second
group so that. direct comparisons can be
~ade.· '/.... - . .

. ,'\" .•.. : ',.';
This ,program performs multiple jobs.

That is, having- completed the analysis of
the ,f~rst two" groups, two further groups
can be analyzed by including their data
beginning 'with .the parameter cards im­
mediately after the data for the first' two
groups, This ,can, be repeated as many
times as necessary. The 'program always
ends on an input (code IHC2171) error.

Parameter Cards. .There are three para­
meter cards required by this program.
They are read in 'as follows:

, First Parameter Card. This card is
merely a label card to identify the out­
put.' Any descriptive label can be punched
in Columns 1-50. . .

Second Parameter Card. Four para­
meters are read in the following columns:

Columns 1-5: The number of variables.
This value cannot. exceed 150.

Columns 6-10: The number of subjects
in the first group. This value cannot
exceed 99,999.

Columns 11-15: The number of sub­
jects in the second group. This value can­
not exceed 99,999.

Columns 16-21: This number is used
.in reflecting variables, as when for exam­
ple semantic differential ratings are being
analyzed and· some' scales for group two
are scored oppositely to the correspond­
ing ones in group one. The value punched

herewould be one greater than the high­
est possible value for a' variable: For
semantic differential ratings, for: example,
the maximum .score is 7, so that the value
punched here would be 8: ..

Columns 22-27: The value punched
here indicates which number is 'used to
indicate missing observations .in the data'.
If ~ -this field is left blank, all blank 'or
zerb values' for a subject will be -consid­
·ered. as missing observations: .'

. Third .Parameter Card. .This card (or
cards) indicates the order of the variables
in the second group relative to the first
group.' -Even if, the orderof the variables
in the twov.groups are the same, the
orders must be indicated. In this instance,
the orders would .. be punched -as 1, 2, 3,
and -so "on, to the number of variables.
Where the variables are in different orders
in' the two groups, the ordinal positions
of the variables in the first group would
be punched -in the order they appear in
the second.' For example, if the first three
-variables fot the second group 'correspond­
ed- to variables 1,'42, and 26 in the first
group, 'the numbers 1, 42, and 26 would
be the first three numbers punched on
this card. Subsequent values would be
determined by the ordinal positions of
variables 4, 5, and so on, in the second
group as they appear in the first group.

These values must be punched in four
column fields, right adjusted. Therefore
there will be one card for each 20 var­
iables or part thereof.

If a variable is to be reflected as
described in the General Description, this
is indicated by preceding the ordinal posi­
tion by a minus sign.

Data Input. Data are input by groups.
.The data for group 1 are input first by
subject followed by the data for group
2. The data for each subject must be
punched as indicated in the description
of the Data Input for the CORRELATION

..PROGRAM- WITH MISSING OBSERVA­
TIONS.

•

1.

•
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Output. The output is preceded by the
label as indicated on the First Parameter
Card. This is followed by a line consist­
ing of the following headings, Scale, Mean
1, Mean 2, Variance 1, Variance 2, N1,
N2, and t. The results of the computations
follow under the appropriate headings one
line for each variable. Mean 1 and Mean
2 refer to the means of groups 1 and 2
respectivelr.

T-TEST FOR CORRELATED

OBSERVATIONS

CODE NAME: COR-T

General Description. This program
computes t-tests for up to 200 variables
and up to 99,999 subjects where the data
are based on correlated observations, as
when measures are taken on the same
subjects twice (see Ferguson, 1966). The
data are read in by subject, but it is
necessary that the values for the first set
of observations (e.g., the X's) are punched
on a separate card from the second set
(e.g., the Y's). It is not necessary how­
ever that the Ys' be punched in the same
order as the X's, The program rearranges
the Y's (if necessary) to correspond to
the order of the X's. The program also
allows for the reflection (I.e., turning
around) of the Y's if this is required. This
particular problem can arise when the
data being analyzed are for example se­
mantic differential ratings and the scale
in question used in the second testing
is the mirror image of the scale in the
first (see General Description of the pre­
vious program). This program performs
multiple jobs. To do more than one job,
the data for subsequent ones should be
added immediately after all the data for
the first job. Each job must start with all
the necessary parameters. This program
terminates on an input (IHC2171) error.

Parameter Card. Two parameter cards
are required for the execution of this
program.

First Parameter Card.

Columns 3·5: The number of variables
to be analyzed. The maximum value is
200.

Columns 6-10: The number of subjects.

Columns 11-16: This parameter is used
when it is necessary to reflect scores in
the second set of observations to corres­
pond with those in the first. A complete
discussion of this parameter has already
been given in the previous program,
second parameter card, columns 16-21.

Columns 17-22: The value used to in..
dicate a missing observation in the data
is punched here. If for example, a subject.
did not have a score on a particular var..
iable and a "-1" were punched (in the
appropriate columns) on his data card
to indicate this, a -1 punched in Columns
21-22 of the present card would result in
the machine ignoring the missing observa­
tion for the subject. If Columns 17-22 of
this card are left blank, all blank fields,
or zero scores in subjects' data, will he
considered as missing observations.

Second Parameter Card. This card (or
cards) is described in detail in the previous
program. It is identical with the Third
Parameter Card described for that pro­
gram. Its purpose is to indicate the order
of the variables in the second group rela­
tive to the first.

Data Input. Data are input by sub­
ject, the first set of variables preceding
the second set for each subject. For exam­
ple, if correlated t-tests were to he per­
formed for each of 20 variables, the 20
variate values for subject 1 would be read
in for the first set of observations, fol­
lowed immediately by the 20 variate
values for subject 1 for the second set
of observations. This would be repeated
for subject 2 and so on. The second set
of observations must always begin on a
new card. Data are punched as follows:

Columns 1-8: These columns are to be
used for subject identification. They arc
not read by the computer. Note: This
means that the computer does not check
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the .subject numbers to ensure 'that -ap­
propriate subject's data' are paired.

Columns 9-14: Value for Variable' 1.
A more, complete; description is provided
in the Correlation program with missing
observations. -:

Col~~~s' is.zo. ,Value for, Variable 2.. . . . . .., " '.
etc.

Columns 75-80: Value for Variable 12:

This same., pattern 'must be, followed
for Variables 13-24, 25-36 and so 'on. Fur­
thermore, ' the, second set' of observations
for each subject must be punched in the
same way.', Missing observations should
be coded consistently and this code should
be' indicated as ,directed on the parameter
card. '

Output. The' program prints the tide,
Item ,No., t, ',N, Mean 1, Mean 2, Mean
Difference, Variance 1, Variance 2, Stand­
ard Erro~. Following this, the program
writes a series of print lines. Each print
line gives the number of the variable (in
terms of the first group), the t-statistic,
the number, of pairs of observations, the
mean for the first set of observations, the
mean for the second set, the variances
respectively for the first and second set,
and the standard error of the mean dif­
ference.

POLARITY ANALYSIS

CODE NAME: POLAR

General Description. This program was
designed primarily to assess the degree of
polarization of ratings on semantic dif­
ferential scales, but is appropriate to any
situation where it is desired to test the
significance of the deviation of a sample
mean from an assumed population mean.

The' program makes use of the statistic:

x-u'
t=---

sf \IN
where: x is the sample mean

u is the, assumed, population
mean

s . is, the unbiased estimate .of the
population-standard deviation

N is the sample size;

" This statistics has been used to assess
ethnic stereotypes .(Gardner,\Vonnacott&
Taylor, 1968), and the program was writ­
ten primarily" for' this purpose, For that
reason, the data input for this program
is different from most other programs 'be­
ginning with raw data, In order to use
this program, with other than, input data
with values ranging from one to seven
(or less), modifications would have to be
made in the input format statement (Num­
ber 1), the statement concerned with
writing out the results (since each print
line contains a frequency distribution, of
the ratings 1~ 7), and the frequency dis­
tribution calculation section,

As written, the program will compute
polarity analyses for up to eight concepts
and 49 scales. Moreover, multiple jobs are
permitted 'by including the data (with
the appropriate parameter card) for sub­
sequent jobs after the first. The program
always ends on an input (code IHC2171)
error.

Parameter Card. Two parameters are
required for the execution 'of this program
and are punched as follows:

Columns 4-5: The number of scales
(variables) for each concept. This value
cannot exceed 49.

Column 10: The number of concepts,
This value cannot exceed' 8.

Data Input. Data are input by subject
by concept. The semantic differential rat­
ings of subject 1 for concepts' 1, 2, 3 and
so on to the value indicated in Column
10 of the parameter card, are read in
followed by the ratings for subject 2, and
so on. For each subject, the first concept
number, must be 1, though the order for
the remaining concepts can vary. No con­
cept number can be greater than 8. The
ratings for each concept must be punched
on a separate card as follows:

.J
)
1
r

•

1

"

•
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Columns 1-5: Subject number.

Columns 6-9: Any other identifying
information.

Column 10: Concept number. This
value must range from 1 to 8.

Columns 11-59: The semantic differ­
ential ratings. These are punched in one
column fields, and no value can exceed
7. Missing observations are punched as
zeroes.

Following the last subject, the first
card for a "fictitious" subject must be
included which contains a subject num­
ber of -9 (punched in Columes 4-5), and
a concept number of 1 (punched in
Column 10).

Output . The computer prints out the
data for each subject. If the subject num­
bers do not agree for all the data for a
subject, or if more than one card for a
subject has the same concept number
punched on it, the computer will not
analyze the data for this subject. A mes­
sage to this effect is written immediately
after the data for that subject.

Following the listing of the subjects'
data, the program writes the statement
"Analysis of Results," below which is the
line "Concept" (with the concept num­
ber specified), Mean, Standard Deviation,
t, N, 1, 2, 3, 4, 5, 6, 7, 8. Below this,
in the appropriate columns, are the statis­
tics calculated for each scale. Below the
numbers 1, 2, etc. are the frequency of
ratings with those values. The column
labelled "8," gives the number of subjects
for which a value of zero or blank was
punched as their rating on that scale.
These values are not included in the other
statistics.

ANALYSIS OF VARIANCE - ONE WAY

CLASSIFICATION

CODE NAME: ANOVAI

General Description. The program per­
forms an analysis of variance of a single
factor experiment based on independent
groups (see Ferguson, 1966, or Winer,

1962). Up to 100 analyses Can be per
formed in any given pass. The maximum
number of groups (treatments) is 20. TIt(·
groups can be based on unequal sample
sizes but no group can contain more than
999 subjects.

Parameter Cards. There are two para..
meter cards, one indicating the number of
groups, the number of analyses and tho
value used to indicate a missing observa­
tion, and the other specifying the number
of subjects in each group.

First Parameter Card. Three values
are required as follows:

Columns 4-5: This is the number of
independent groups (treatments) forming
the basis of classification. This value can
not exceed 20.

Columns 8-10: This is the number of
analyses of variance (or dependent vur
iables) to be performed. It cannot exceed
100.

Columns 11-16: This value is used to
signal a missing observation. The value
punched here must also be used in tho
data represent a missing observation. If
this field is left blank, data punched as
zero or blank will be interpreted hy the
machine as missing observations.

Second Parameter Card. This card is
used to indicate to the machine the num­
ber of subjects in each group. The num­
bers are read in three column fields, right
adjusted. That is, the number of subjects
in group 1 is punched in Columns 1-3,
the number in group 2, in Columns 4-6,
and so on for as many groups as indicated
in Columns 4-5 of the First Parameter
Card.

Data Input. The data are read ill by
subject for each group separately. All sub­
jects for group 1 are read in, followed by
all subjects for group 2, and so on for
as many groups as indicated on the First
Parameter Card. For each subject, the
cards must be punched as follows:
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Columns '1-'8: ' Subject identification.
These columns are' not read- by the com­
puter.

Columns 9-'14: -Value' for Variable 1
(the scores for the first analysis of, var-
iance). ' , .

Columns 15-20: Value for Variable 2
(scores for the ~econd analysis' of var­
iance).

Etc.

Columns 75-80: Value for Variable 12.

.This same scheme is followed for Var­
iables 13-24, 25-36, and so on. A more'
complete description is presented in the
data .input section for the Correlation Pro­
gram With Missing Observations.,

Output. The output consists' of a sum­
mary table indicating source, sum of
squares, degrees of freedom, mean square
and F ratio for each analysis. Immediate­
ly following .the summary table for each
analysis are printed the means, variances,
and sample sizes for each group.

ANALYSIS 'OF VARIANCE-MULTIPLE

FACTORS

CODE NAME: ANOVA2

General Description. This program
performs a factorial design analysis of
variance for two (AB), three (ABC) or
four (ABCD) factors, all based on inde­
pendent groups. The number of subjects
in each cell must be equal.' The program
allows. up' to 10 levels of each. of the
factors A, B, and C, but only 2 levels of
factor D. Only one analysis of variance
can be performed on. anyone pass; but
multiple jobs can be processed by adding
subsequent jobs complete with, the para­
meter card 'after' each set of data.

The analysis of variance for more than
one factor is discussed by Ferguson (1966)
and Winer (1962). '

Parameter Card. Five parameters are
read in-as follows:

, Columns 4-5: The number of levels
for factor A. Therriaximum' value is' 10.

Columns ,9-10: The' number ofJevels
for factor B. The maximum value is 10.

Columns 14-15: The number of levels
for. factor C. The maximum value is 10,
but if only a two factor analysis' of var­
iance is being performed this value must
be 1. .

Column, 20: The number of levels for
factor D. .The maximum. value is' 2; but
if only a three factor analysis of variance
is being performed" this value must h.e 1.

Columns 21-25: The number of sub­
jeots in any cell (i.e., any ABeD group).

Dat~ Input. The data are input by sub­
ject with one observation per card as
follows:

Columns 1-8: Subject identification

Columns 9-14: The data to be an­
alyzed. This number is read by. the com­
puter as a six digit whole number, but
decimal values can be indicated by punch­
ing' the number with the decimal point

The data must be read into, the 'com­
puter with all subjects in each group
being read in the following order:

All subjects in AIBlCIDI
All subjects in A1BlCID2
All subjects in AIB1C2DI

etc. (varying on' C to the num-'
ber of levels of C)

Then:

A1B1CIDI
AIB2CID2
AlB2C2DI

etc. ,(varying on B to the .num­
ber of IEweIs of B)

This would then be repeated for the
second level of A and so on. '

For example, if there were two levels
of A, 2 levels of B, three levels of C,
and two levels of D; with five, subjects
in each group, the data' would be' read
with five 'cards in each group. in the
following order: ' "

I

•
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AlB1CID1, AIB1C1D2, AIBIC2DI, AlBIC2D2,

AlBlC3DI, AIB1C3D2, AIB2CIDI, A1B2C1D2,

AIB2C2D1, AIB2C2D2, A1B2C3DI, AlB2C3D2,

A2B1CIDI, A2BlC1D2, A2BIC2DI, A2BIC2D2,

A2BIC3DI, A2BlG'3D2, A2B2C1DI, A2B2C1D2,

A2B2C2DI, A2B2C2D2, A2B2C3DI, A2B2C3D2.

" ....).)

•

•

•

For a three factor analysis of var­
iance, the variation in the subscripts of
D would be ignored; for a two factor
analysis, the variation in the subscripts
of C would also be ignored.

Output. The program prints out the
summary table for the analysis of variance
for either the four, three or two factor
analysis of variance. Following this the
means for each cell are printed with ap­
propriate labels.

ANALYSIS OF VARIANCE PROGRAM

FOUR FACTORS WITH REPEATED

MEASURES ON Two
CODE NAME: ANOVA3

General Description. This program
computes an analysis of variance for the
following types of designs AB[CD], AB
[C] where the factors within the brackets
are based on repeated measures (see
Winer, 1962). The program assumes that
there are an equal number of observations
in each cell. Multiple jobs can be per­
formed by including the data for subse­
quent jobs, complete with the appropriate
parameter card, immediately after the first
set of data. The program always termi­
nates on an input (IHC2171) error.

Parameter Card. Four parameters are
required for execution of this program:

Columns 4-5: The number of levels
of Factor A. This value cannot exceed 10.

Columns 9-10: The number of levels
of Factor B. This value cannot exceed 10.

Columns 14-15: The number of levels
of Factor C. This value cannot exceed 10.

Column 20: The number of levels of
Factor D. This value cannot exceed 2.

If only the three factor analysis, AB[G],
is wanted, this value must be 1.

Columns 21-25: The number of sub­
jects in any AB group. This value must be
constant for all groups and cannot exceed
99,999.

Data Input. Data are input by subject.
All subjects in group AIBI are followed by
all subjects in group A1B2, etc. to all levels
of B (see columns 9-10 in parameter card).
This same pattern is repeated for the sec­
ond level of factor A, then the third level
and so on till all levels of factor A have
been exhausted. For each subject, the datu
are read in the order CIDI, C2DI, etc.
to the number of levels of C, then this is
repeated for the second level of D. If only
the AB[0] design is wanted, this second
level of D will, of course, not be punched.
The column specifications are:

Columns 1-8: Subject identification.

Columns 9-14: The observation for
CIDI

Columns 15-20: The observation for
C2DI

and so on in six column fields. The datu
for CID2, C2D2, etc. are begun in the
data field immediately following the last
CDI observation. If more than one card
is required for each subject, the data is
continued in the same data fields.

The program assumes that each ob­
servation is a whole number. If decimal
values are involved the decimal point must
be punched.

Output. The program prints out the
summary table of the analysis of variance
followed by a table of ABCD cell means.
The cell means are labelled appropriately.
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